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What is ACCORDS?

ACCORDS is a ‘one-stop shop’ for pragmatic research:

• A multi-disciplinary, collaborative research environment to catalyze innovative 
and impactful research

• Strong methodological cores and programs, led by national experts

• Consultations & team-building for grant proposals

• Mentorship, training & support for junior faculty

• Extensive educational offerings, both locally and nationally

Adult and Child Center for Outcomes Research and Delivery Science

https://medschool.cuanschutz.edu/accords
https://twitter.com/accordsresearch
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ACCORDS Upcoming Events – mark your calendars!

January 15, 2025

Virtual
Transforming and Advancing a Learning Health System: Multiple Perspectives for Mutual Gain

Enabling a Learning Health System: the University of Utah Experience
Presented by: Ken Kawamoto, MD, PhD, MHS

February 5, 2025

AHSB Room 2002

Transforming and Advancing a Learning Health System: Multiple Perspectives for Mutual Gain

Value in Learning Health Systems
Presented by: Katy Trinkley, PharmD, PhD; Mark Gritz, PhD; Liza Creel, PhD

March 5, 2025

AHSB Room 2002
Transforming and Advancing a Learning Health System: Multiple Perspectives for Mutual Gain

Building Synergy Across Academic and Operational Programs in a Learning Health System
Presented by: Sunil Kripalani, MD, MSc

April 2, 2025

AHSB Room 2002

Transforming and Advancing a Learning Health System: Multiple Perspectives for Mutual Gain

Next Steps for Learning Health Systems in Colorado
Presented by: Jean Kutner, MD, MSPH

May 12, 2025

AHSB Room 
2200/2201

Emerging Topics in Digital Health & Clinical Informatics

Real World Augmented Supportive Care: Tech to Touch
Presented by: Matt Loscalzo, MSW

Annual Conference

June 4-5, 2025
9:00-3:30pm MT

Colorado Pragmatic Research in Health Conference

Future of Pragmatic Research: Building Multidisciplinary Teams for Innovation and Impact

https://medschool.cuanschutz.edu/accords
https://twitter.com/accordsresearch
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Emerging Topics in Digital Health & Clinical Informatics
2024-2025 Seminar Series

Ethics and Bias in Artificial 

Intelligence

Presented by: 

Matthew DeCamp, MD, MSc

https://medschool.cuanschutz.edu/accords
https://twitter.com/accordsresearch


Center for Bioethics and Humanities

Ethics and Bias in Artificial Intelligence

Matthew DeCamp, MD PhD

Associate Professor

Division of General Internal Medicine & Center for Bioethics and Humanities

13 January 2024



Center for Bioethics and Humanities

Disclosures

My AI research has been supported by:

- National Institute of Nursing Research (NINR/NIH) R01NR019782-01A1

- Greenwall Foundation (The Chatbot Is In: Ethics and Conversational AI in Health Care)

- NHLBI (R25HL146166) – HARP BIO (https://medschool.cuanschutz.edu/harp-bio) 

Other funders include: 

- American College of Physicians

- The National Institutes of Health

- The Agency for Healthcare Research and Quality (AHRQ) 

I have no conflicts of interest to disclose.

Products mentioned are for illustration – not endorsement. 

https://medschool.cuanschutz.edu/harp-bio
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Objectives

By the end of this presentation, participants will be able to: 

• Explain three sources of bias in artificial intelligence (AI) 
models in healthcare

• Compare and contrast different "fairness metrics" that can 
be applied to AI-based models 

• Discuss how bias affects other key ethical issues for AI in 
research, education, and practice
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AI in Medicine: A Brief Primer
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AI depicts “The future of medicine”

https://openart.ai/create 

https://openart.ai/create
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AI describes “The future of medicine”

https://chatgpt.com/ 

https://chatgpt.com/
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https://chatgpt.com/ 

AI as Dr. Seuss

https://chatgpt.com/
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Benjamens S, Dhunnoo P, Meskó B. The state of artificial intelligence-based FDA-approved medical devices and algorithms: an online database. NPJ Digit 
Med. 2020;3:118. doi: 10.1038/s41746-020-00324-0. PMID: 32984550.
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AI and Research 

SCIENTIFIC 
METHOD

Question

Research

Hypothesize

Experiment

Analyze

Report

Already today…you can do 
every step using AI. 
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AI and Education



Center for Bioethics and Humanities

What is Artificial Intelligence? 

https://gist.github.com/krajiv26/839e
a54316a257c1fef797deb4d13a8b 

Generative 

AI

1970s Mycin

Recommenders 
(e.g., Amazon)

Translation, chatbots, 
facial recognition

ChatGPT, Bard

https://gist.github.com/krajiv26/839ea54316a257c1fef797deb4d13a8b
https://gist.github.com/krajiv26/839ea54316a257c1fef797deb4d13a8b
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How Does AI “learn to see”? 

Blueberry Muffin

Chihuahua

Artificial Intelligence 
Image Analyzer

Gold Standard 
“Supervisor”

https://neurabites.com/muffin-or-chihuahua/ 

https://neurabites.com/muffin-or-chihuahua/


Center for Bioethics and Humanities

How Does AI “predict the future”? 

Height, weight, 
blood pressure, etc.

Predictions of future 
disease (e.g., heart attack).

Follow patients over time: 
What factors predict who 
gets cancer? The power of AI:

• New factors 
• Better predictions
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How doers ChatGPT generate content?

As my DBMI Chair Casey Greene says: 

  Fill in the ____________

How?

PREDICTION

Human 
oversight

Internet

Books, 
articles



Center for Bioethics and Humanities

The Common Thread

AI is only as good as the data used to train it. 



Center for Bioethics and Humanities

AI and Biases
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Any systematic, unfair weighting 

of a person, thing or idea
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Bias and image interpretation

Seyyed-Kalantari, L. et al. Underdiagnosis bias of artificial intelligence algorithms 
applied to chest radiographs in under-served patient populations. Nat. Med. 27, 2176–
2182 (2021).

Significantly more under-diagnosis: 
- Female
- Black race
- Hispanic ethnicity
- Medicaid
- Intersectional disadvantage
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Alenichev A, Kingori P, Grietens KP. Reflections before the storm: the AI reproduction of biased imagery in global health visuals. Lancet Glob Health. 2023 
Oct;11(10):e1496-e1498. doi: 10.1016/S2214-109X(23)00329-7. Epub 2023 Aug 9. PMID: 37572687

Prompt—Traditional African healer is helping poor and sick White 
children
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Biases Lurking in LLMs

Imagine asking AI to generate medical stories. What might you 
observe?

Menz BD, Kuderer NM, Chin-Yee B, et al. Gender Representation of Health Care Professionals in Large 
Language Model–Generated Stories. JAMA Netw Open. 2024;7(9):e2434997.

In the initial 6000 prompts submitted to the LLMs, 98% 
of nurses were referred to by she/her pronouns…In the 
43 200 additional prompts containing personality and 
seniority descriptors, stories of medical doctors and 
surgeons with higher agreeableness, openness, and 
conscientiousness, as well as lower neuroticism, resulted 
in higher she/her (reduced he/him) representation.
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Biases Lurking in LLMs
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Where does bias come from? 

BIASED DATASETS BIASED PROCESSING BIASED OUTPUTS

“Artifacts” of 
social and 
structural 
issues. 
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(1) Biased Data

Guerrero, S., A. et al. Analysis of Racial/Ethnic Representation in Select Basic and Applied 
Cancer Research Studies. Sci Rep 8, 13978 (2018).

https://www.fla-shop.com
https://jamanetwork.com/journals/jama/article-abstract/2770833 

JAMA Netw Open. 2021;4(5):e2111516

https://jamanetwork.com/journals/jama/article-abstract/2770833
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An Example: AI Predictions

www.scientificamerican.com/article/can-this-ai-tool-predict-your-death-maybe-but-dont-panic

In our research, we want to know: What do patients, families and clinical teams think of 
using AI to predict death? 
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Beneath the Surface

“…this algorithm has shown high 

accuracy…the overall accuracy 

is reduced in certain subgroups, 

such as racial and ethnic 

minorities and less-educated 
individuals.”19,20,60

Imagine the effect on decisions for:
- Palliative care?
- Hospice referral?
- Medical aid in dying?

https://jamanetwork.com/journals/jamainternalmedicine/fullarticle/2796662
https://jamanetwork.com/journals/jamainternalmedicine/fullarticle/2796662
https://jamanetwork.com/journals/jamainternalmedicine/fullarticle/2796662


Center for Bioethics and Humanities

Training Data and Bias to the Past

Ethics of the algorithmic prediction of goal of care preferences: From 
theory to practice. Journal of Medical Ethics 49 (3):165–174. doi: 
10.1136/jme-2022-108371; Earp BD et al. A Personalized Patient 

Preference Predictor for Substituted Judgments in Healthcare: 
Technically Feasible and Ethically Desirable. Am J Bioeth. 2024 Jan 
16:1-14. doi: 10.1080/15265161.2023.2296402. 

Imagine if your social media footprint, 
responses to questions, or other data 
sources were used to create your own 
“Personalized Patient Preference Predictor” 
for when you lose capacity. 

- Does AI inform us….
 …or bind us to history?

https://doi.org/10.1136/jme-2022-108371
https://doi.org/10.1136/jme-2022-108371
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(2) Biased Processing

BIASES IN ANALYTICS:
(1)Human variable 

choice

(2) Algorithmic 
performance (e.g., if 
unsupervised) 
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Illustrating Path Independence

GOAL
(e.g., “Maximize Efficiency”)

Artificial Intelligence

BIAS
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A Provocative Example of Biased Processing
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(3) Biases in Implementation

DeCamp M, Lindvall C. Latent bias and the implementation of artificial intelligence in 
medicine. J Am Med Inform Assoc. 2020 Dec 9;27(12):2020-2023; DeCamp M, Lindvall 
C. Mitigating bias in AI at the point of care. Science. 2023 Jul 14;381(6654):150-152. 

Even with a “perfect” AI model…

LATENT ERROR: system errors 
“waiting to happen”

LATENT BIASES: biases in the 
system “waiting to happen.”
- Patients who distrust health systems 

and choose against technology that 
could benefit them

- Clinicians who use AI for “this” patient 
but not “that” patient 
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Latent Biases: Patient-facing Chatbots

Linked to Electronic Health 
Records, patient-facing chatbots 
could: 

- Offload administrative tasks, like 
scheduling

- Deliver personalized care 
recommendations, like 
colonoscopy or mammogram 
reminders

- Break down geographic barriers to 
access

Livi, the UCHealth Virtual Assistant

Study funded by the Greenwall Foundation
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Study funded by the Greenwall Foundation
Ellis J, Hamer MK, Akerson M, et al. Patient Perceptions of Chatbot Supervision in Health Care 
Settings. JAMA Netw Open. 2024;7(4):e248833. doi:10.1001/jamanetworkopen.2024.8833 

Livi says, “I’m your virtual assistant….”

Based on a survey of n=617 patient users 

When you were interacting with Livi, 
what did you think Livi was? 

• 1 in 3 weren’t sure – or thought 

Livi was a person

Computer acting 
on its own

64%

Computer with 
person watching 
over Livi in real 

time
17%

Real person

6%

I don’t know

13%

Correctly identifying Livi 

correlated with education and 

race or ethnicity (not age, 

gender, or income)…an 

emergent bias.
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Emergent Biases in Livi 

Along with surveys, we’ve interviewed n=41 patient users.  

Mirroring the user’s appearance 
may make chatbots more 
effective at behavior change 
(e.g., colonoscopy reminders).

Because I am a person of 

color…thinking a little bit of the  

basic hair design, ’cause 

again, I  think it just gives it a 

little bit more of a connection 

to minorities and our health…”

  - Research 

Participant 

Can we design chatbots to achieve the benefits of mirroring without 

manipulation?
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Other Biases: Our Focus

PROGNOSIS

QUALITY
FAMILY 
COMMUNITY
SPIRITUALITY
Etc.

While not bias per se, in our study of AI tools used to predict mortality, participants worry that AI 
will shift our focus to what is available and what is there – not what is most meaningful. 
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Managing Bias
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Strategies for Addressing Biases

Create diverse teams that 

are less likely to make 

biased assumptions. Reckon with underlying 

social and structural 

inequities.

Engage communities as 

partners so they want to 

contribute data.

BIASED DATASETS BIASED PROCESSING BIASED OUTPUTS

Bias in AI is more than a data problem – it’s a social problem. 
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Where the Solution is Not: “Fair” Labels

We DON’T agree philosophically about fairness –  and we CANNOT meet all 
dimensions of fairness simultaneously. 

This is known as the “Impossibility Theorem.”

https://blog.csdn.net/weixin_26640581/article/details/109123206

Sara Gerke, “Nutrition Facts Labels” for Artificial Intelligence/Machine Learning-Based Medical Devices—The Urgent 

Need for Labeling Standards, 91 GEO. Wash. L. REV. 79 (2023); 



Center for Bioethics and Humanities

Chin MH, Afsar-Manesh N, Bierman AS, et al. Guiding Principles to Address the Impact of Algorithm Bias on Racial and Ethnic Disparities in 
Health and Health Care. JAMA Netw Open. 2023;6(12):e2345050. 

No one “fair” solution

Guiding principle 4
Explicitly identify health care 

algorithmic fairness issues and 
trade-offs. 
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To do so, we need fairness metrics

Health equity assessment of machine learning performance (HEAL): a framework and dermatology AI model case study. 
eClinicalMedicine 2024;70: 102479 Published Online 14 March 2024 https://doi.org/10. 1016/j.eclinm.2024. 102479

“Do no harm” “Rising tide lifts all” “Narrow the gap” 
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Examples of Fairness Metrics & Tools

For a list of open source fairness assessment tools see: 
https://shelf.io/blog/fairness-metrics-in-ai/ 

METRIC MEANING PROPOSED CONTEXT

Statistical parity Same probability between groups (e.g., 
same rate, black versus white)

When disease prevalence is the same

Equal opportunity Same probability between groups (i.e., as 
defined by qualification, need, etc. – but 
need fair qualification assessment)

When assessment of need is not itself 
biased

Equal odds True positive and false positive the same 
between groups

High stakes question, such as, criminal 
justice or certain diagnoses

Predictive parity PPV is the same for groups No underlying disparities that affect groups

Treatment equality Ratio of false positive and false negative 
rates the same between groups

When concerned about both types of errors 
equally

https://shelf.io/blog/fairness-metrics-in-ai/
https://shelf.io/blog/fairness-metrics-in-ai/
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Fairness metrics are needed soon.

Whether the 
covered entity 

made 
“Reasonable 

Efforts”

Race, color, 
national origin, 

sex, age, or 
disability

“Patient care 
decision support 

tool”
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Questions?



Center for Bioethics and Humanities

How will biases manifest in the real world? 

Livi, the UCHealth 

Virtual Assistant

Study funded by the Greenwall Foundation

Dr. DeCamp, Hope all is well. I received 

message yesterday to schedule a fluoroscopy. I 

think this may have been from my 

swallowing? Since then things have definitely 

been fine… so I won’t follow through with test. I 

continue to have that persistent dry cough - 

should I do anything about it? Let me know.

Thank you for your message.
 improved. If you're not experiencing any problems, it's reasonable 
to postpone the fluoroscopy. However, if symptoms return, we 
should reconsider.
Regarding your persistent dry cough, it's important to monitor this. 
If it continues or worsens, we should investigate further. 
I'm glad to hear you're feeling well overall and have rescheduled 
your colonoscopy. Take care!

This text was automatically generated then edited by Matthew 
DeCamp.
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